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stellar	feedback	shapes	galaxies	
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Phil	Hopkins	&	FIRE	
Erb	2015	(Nature)	

…and	their	emission	

•  Lyman	emission	of	
galaxies	depends	on:	
1.  Photon	production	
2.  Escape	fraction	HOT			WARM			COLD	



low	mass	galaxies	are	the	key?	
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Figure 1. Comparison between the halo mass function offset by a factor of 0.05
(dashed line), the observed galaxy mass function (symbols), our model without
scatter (solid line), and our model including scatter (dotted line).We see that
the halo and the galaxy mass functions are different shapes, implying that the
stellar-to-halo mass ratio m/M is not constant. Our four-parameter model for
the halo mass dependent stellar-to-halo mass ratio is in very good agreement
with the observations (both including and neglecting scatter).

3.2. Constraining the Free Parameters

Having set up the model, we now need to constrain the four
free parameters M1, (m/M)0, β, and γ . To do this, we populate
the halos in the simulation with galaxies. The stellar masses of
the galaxies depend on the mass of the halo and are derived
according to our prescription (Equation (2)). The positions
of the galaxies are given by the halo positions in the N-body
simulation.

Once the simulation box is filled with galaxies, it is straight-
forward to compute the SMF Φmod(m). As we want to fit this
model mass function to the observed mass function Φobs(m)
by Panter et al. (2007), we choose the same stellar mass range
(108.5 M⊙–1011.85 M⊙) and the same bin size. The observed
SMF was derived using spectra from the Sloan Digital Sky
Survey Data Release 3 (SDSS DR3); see Panter et al. (2004) for
a description of the method.

Furthermore, it is possible to determine the stellar mass
dependent clustering of galaxies. For this, we compute projected
galaxy CFs wp,mod(rp,mi) in several stellar mass bins which we
choose to be the same as in the observed projected galaxy CFs of
Li et al. (2006). These were derived using a sample of galaxies
from the SDSS DR2 with stellar masses estimated from spectra
by Kauffmann et al. (2003).

We first calculate the real space CF ξ (r). In a simulation, this
can be done by simply counting pairs in distance bins:

ξ (ri) = dd(ri)
Np(ri)

− 1, (3)

where dd(ri) is the number of pairs counted in a distance bin
and Np(ri) = 2πN2r2

i ∆ri/L
3
box, where N is the total number of

galaxies in the box. The projected CF wp(rp) can be derived
by integrating the real space correlation function ξ (r) along the

line of sight:

wp(rp) = 2
∫ ∞

0
dr||ξ

(√
r2
|| + r2

p

)
= 2

∫ ∞

rp

dr
rξ (r)

√
r2 − r2

p

,

(4)
where the comoving distance (r) has been decomposed into
components parallel (r||) and perpendicular (rp) to the line
of sight. The integration is truncated at 45 Mpc. Due to the
finite size of the simulation box (Lbox = 100 Mpc), the
model correlation function is not reliable beyond scales of
r ∼ 0.1Lbox ∼ 10 Mpc.

In order to fit the model to the observations, we use Powell’s
directions set method in multidimensions (e.g., Press et al. 1992)
to find the values of M1, (m/M)0, β, and γ that minimize either

χ2
r = χ2

r (Φ) = χ2(Φ)
NΦ

(mass function fit) or

χ2
r = χ2

r (Φ) + χ2
r (wp) = χ2(Φ)

NΦ
+

χ2(wp)
Nr Nm

(mass function and projected CF fit) with NΦ and Nr the number
of data points for the SMF and projected CFs, respectively, and
Nm the number of mass bins for the projected CFs.

In this context, χ2(Φ) and χ2(wp) are defined as follows:

χ2(Φ) =
NΦ∑

i=1

[
Φmod(mi) − Φobs(mi)

σΦobs(mi )

]2

,

χ2(wp) =
Nm∑

i=1

Nr∑

j=1

[
wp,mod(rp,j , mi) − wp,obs(rp,j , mi)

σwp,obs(rp,j ,mi )

]2

,

with σΦobs and σwp,obs the errors for the SMF and projected CFs,
respectively. Note that for the simultaneous fit, by adding the
reduced χ2

r , we give the same weight to both data sets.

3.3. Estimation of Parameter Errors

In order to obtain estimates of the errors on the parameters,
we need their probability distribution prob(A|I ), where A is the
parameter under consideration and I is the given background
information. The most likely value of A is then given by:
Abest = max(prob(A|I )).

As we have to assume that all our parameters are coupled, we
can only compute the probability for a given set of parameters.
This probability is given by:

prob(M1, (m/M)0,β, γ |I ) ∝ exp(−χ2).

In a system with four free parameters A,B,C, and D one can
calculate the probability distribution of one parameter (e.g., A)
if the probability distribution for the set of parameters is known,
using marginalization:

prob(A|I ) =
∫ ∞

−∞
prob(A,B|I )dB

=
∫ ∞

−∞
prob(A,B,C,D|I )dBdCdD.

Once the probability distribution for a parameter is deter-
mined, one can assign errors based on the confidence intervals.
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Keck	Baryonic	Structure	Survey	
•  KBSS	includes	1000+	LBGs	in	QSO	bields	at	z	≈	2-3	

–  L	≈	L*	galaxies,	log	M*	≈	9.5–11.5	
–  Rudie+2012;	Trainor+2012;	Steidel+2014;	Strom+	in	prep.	

•  KBSS-Lyα	includes	~1000	LAEs,	318	with	spectra	
–  L	≈	0.1	L*	galaxies,	log	M*	≈	8–9.5	
–  Trainor+2013,	2015	
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KBSS

KBSS-Lyα
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three-tiered	KBSS-Lyα	samples	
1000	photometrically-selected	LAEs	
WLyα,	LLyα,	LUV			[M*]	

Stacked	Keck	photometry	
RFT+2016b,	in	prep.	

M*	=	8	x	108	M¤ 
SFR	=	0.8	M¤/yr	
AV	=	0.2	

HST	F160W	images	

Anna	de	Graaff	
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three-tiered	KBSS-Lyα	samples	

318	LAEs	with	rest-UV	spectra	
zLyα,	σLyα,	Δvpeaks 				[vabs,	fcov]	

1000	photometrically-selected	LAEs	
WLyα,	LLyα,	LUV			[M*]	

Stacked	Keck	photometry	
RFT+2016b,	in	prep.	

M*	=	8	x	108	M¤ 
SFR	=	0.8	M¤/yr	
AV	=	0.2	

Keck/LRIS	Lyα	spectra	
RFT+2015	

Shanon	Oden	



55	with	rest-optical	spectra	
zsys,	σneb,	vLyα,	fesc,	E(B-V),	SFR			[Z,	Te]	
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three-tiered	KBSS-Lyα	samples	

318	LAEs	with	rest-UV	spectra	
zLyα,	σLyα,	Δvpeaks 				[vabs,	fcov]	

1000	photometrically-selected	LAEs	
WLyα,	LLyα,	LUV			[M*]	

Stacked	Keck	photometry	
RFT+2016b,	in	prep.	

M*	=	8	x	108	M¤ 
SFR	=	0.8	M¤/yr	
AV	=	0.2	

Stacked	Keck/MOSFIRE	spectra	
RFT+2016a,	in	prep.	



Lyman-α	
Emitters	

10x	
mAB	~	27	

feedback	physics	in	the	UV	line	probiles	

9	

Lyman	
Break	
Galaxies	

mAB	~	24.5	

Lyα	emission	

Absorption	

675	hour	Keck/LRIS	composite	spectrum	
26	April	2016	 Ryan	Trainor	–	Crete	Lyman	Escape		

RFT+2015	



gas	kinematics	in	line	emission


≈	5%	for	LBGs	
≈	25%	for	LAEs	

10	

10 Trainor & Steidel

Fig. 6.— Stacked spectral profiles for the 35 LAEs with systemic
(nebular) redshift measurements. Top: Comparision of the stacked
nebular (red) and Ly↵ (black) line profiles for these LAEs. The
nebular stack consists of both H↵ and [O III] �5007 lines where
available. The lines are stacked according to their corresponding
nebular redshifts, and the e↵ect of resonant scattering on escaping
Ly↵ photons is clearly visible, as is the typical Ly↵ velocity o↵set
of ⇠ +200 km s�1 relative to systemic. Bottom: Comparison of
the average Ly↵ profiles when spectra are stacked according to
their nebular, systemic redshift (black, as above) and a redshift
derived directly from the Ly↵ line peak (blue, shifted +30 km
s�1 for clarity), wherein the “systemic” redshift is estimated as
vsys,Ly↵ = vLy↵ � 200 km s�1. Stacking via the Ly↵ redshift
distorts the Ly↵ profile and diminishes the measured flux blueward
of the systemic redshift.

3.3. Multi-peaked and asymmetric Ly↵ profiles

As discussed above, star-forming galaxies are often as-
sociated with multi-peaked Ly↵ emission. In a system-
atic study of Ly↵ emission among ⇠1500 star-forming
galaxies at z ⇠ 2 � 3, Kulas et al. (2012) found that
⇠30% are multi-peaked, with some dependence on the
spectral resolution and signal-to-noise ratio (S/N) of the
observations. Their highest-resolution spectra were ob-
tained with the same 600-line grism of Keck/LRIS used
for our LAE sample and have similar integration times
(⇠1.5 hours). This subsample included 44 multi-peaked
spectra, a multiplicity rate of 27%.
Yamada et al. (2012a) studied the Ly↵ peak mor-

phologies of 91 LAEs at z ⇠ 3 at similar resolution
(R ⇠ 1700), finding a ⇠50% multiplicity rate. This het-
erogeneous sample contains 12 Ly↵-blobs from Matsuda
et al. (2004), as well as compact, faint LAEs similar to
those of the KBSS-Ly↵ sample (although with a limit-
ing Ly↵ flux ⇠2⇥ brighter, according to Yamada et al.
2012b).
For the KBSS-Ly↵ sample of this paper, multi-peaked

systems were identified as described in Sec. 2.2. Of
the 318 unique spectroscopically-identified LAEs, 129 are
found to be multi-peaked, for a multiplicity fraction of
40%. The criteria for identifying a secondary peak were
not identical to that of Kulas et al. (2012); in particu-
lar, the significance threshold was not dependent on the
magnitude or S/N of the primary peak, and no mini-
mum peak separation was enforced. However, we found
that adjusting the multiplicity criteria to match those of
Kulas et al. as closely as possible did not significantly af-
fect the overall rate of selection nor the spectral/physical
properties of the selected sample.
Previous studies of Ly↵ kinematic multiplicity (among

samples with or without systemic redshifts) typically
group these lines into blue-peak dominant or red-peak
dominant lines, motivated by the association of blue
(red) peak dominance with inflowing (outflowing) gas in
radiation transfer models (e.g., Zheng & Miralda-Escudé
2002; Verhamme et al. 2006; Dijkstra et al. 2006). Kulas
et al. (2012) found that 67% of their 239 multi-peaked ob-
jects (the majority of which had lower spectral resolution
than the KBSS-Ly↵ sample) have dominant red peaks.
The distribution of red/blue peak dominance among the
KBSS-Ly↵ LAEs is displayed in Fig. 7. In the top panel
of this figure, we show the distribution of inter-peak ve-
locities, defined as �vpeaks = c(zpeak,pri � zpeak,sec)/(1 +
(zpeak,pri). zpeak,pri is the redshift of the first peak identi-
fied by the line detection algorithm discussed in Sec. 2.2
(i.e., the peak of the asymmetric Gaussian profile fit to
the highest peak in the smoothed spectrum), and zpeak,sec
is the redshift of corresponding to the mean of the second
fit Gaussian component. For this definition, �vpeaks > 0
corresponds to red-dominant systems, such that the pri-
mary peak is redward of the inter-peak trough.
Of the 129 multi-peak LAEs, 96 (74%) have �vpeaks >

0, while 33 (26%) are blue dominant (�vpeaks < 0). The
red-dominant LAEs have a quite narrow distribution of
peak separations, with a median value h�vpeaksi = 560
km s�1 and a standard deviation �(�vpeaks) = 220 km
s�1. Conversely, the blue-dominant LAEs have a larger
velocity shift over a broader range: h�vpeaksi = �660 km
s�1 and �(�vpeaks) = 300 km s�1. A similar contrast can

LAE	Lyα	 LAE	Hα	

RFT+2015	

(or	[OIII])	

fesc(Lyα)	 ≈	(Lyα/Hα)/8.3	
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Lyα	width	

LAEs	
LBGs	

Hα	width	

LAEs	
LBGs	

gas	velocity	&	optical	depth	grow	
with	galaxy	mass/luminosity,	
drops	with	WLyα	

see	Erb+2014,	RFT+2015	



RFT+2015	

metal-enriched	outblows	
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see	also	Henry+2015,	Rivera-Thorsen+2015	for	local	analogs	

Lyβ	

LAE	composite	
LBG	composite	



correlated	absorption	and	emission	

12	

RFT+2015	

As	Lyα	EqW	increases	(or	luminosity	decreases),	outblow	velocity	decreases	
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LyC	and	Lyα	escape	
KLCSS:	Deep	LyC	
observations	of	LBGs	
and	bright	LAEs	
(Steidel+,	in	prep.)	
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Figure 22. Comparison of two composite spectra obtained from the sample of 13 galaxies with detected LyC flux (black line) and from the sample of 111 galaxies
without significant LyC flux (red line). The flux is relative to f1500. The spectra have not been smoothed, but the “detections” spectrum has been re-binned to 1 Å
per pixel in the rest-frame for clarity. Dotted lines mark the interval 880 - 910 Åused for the measurement of f900. Several of the strongest absorption features are
labeled.

times weaker than �1260.13.
Similarly, Al II �1670.8, an intrinsically weaker line than

other observed low-ionization species, is not present at a sig-
nificant level in the “detected” spectrum (W0 < 0.1 Å), while it
is quite strong in the “undetected” one (W0 = 1.29 Å). It seems
that the differences in interstellar line strength among the sub-
samples probably have contributions from systematic differ-
ences in fc and in the total column densities of low-ionization
metals in the outflows.

Evidently, the value of fc for gas giving rise to Al II ab-
sorption is only ⇠ 50% that of (e.g.) CII �1334.5 for both
the “LyC non-detected” (red) spectrum, and the sub-sample
with weaker constraints on LyC emission (magenta). For the
higher ionization CIV transition, while it is more difficult to
separate the IS absorption from that of the stellar wind lines,
it is clear that the relative line depth (and strength) is quite

13 If the lines were on the linear part of the curve of growth, the ratio would
be ⇠ 6.1

similar for all 3 sub-samples.
The transition most sensitive to the fraction of the contin-

uum source covered by HI gas is Ly�; as can be seen from
Fig. 27, the “LyC undetected” sample has an average Ly�
profile whose maximum depth reaches a value consistent with
zero, while fc ⇠ 0.5 for the “LyC detected” sub-sample. It is
easy to see why the depth of Ly� absorption would be ex-
pected to reach zero intensity when no measurable LyC emis-
sion is present, since otherwise it would imply that a signif-
icant fraction of the UV continuum has no HI gas in front
of it. However, again, it would be possible to have zero Ly�
residual intensity but still observe leaking continuum at the Ly
limit, provided that the covering gas is optically thick in Ly↵
but not in the LyC (i.e., 15 <

⇠

log N(HI) <
⇠

17) . Interestingly,
the much shallower depth of Ly� in the “LyC-detected” sub-
sample is accompanied by an unusually strong blue-shifted
Ly↵ emission component (upper left panel of Fig. 27). The
simple model for Ly↵ emission and IS absorption outlined
above would predict these features to go hand-in-hand, since

24 STEIDEL ET AL.

Figure 23. The dashed line in the inset indicates the rest wavelength of Ly↵.

Ly↵ photons emitted from the densest regions of the ap-
proaching part of the outflow have a much higher probabil-
ity of escaping in the same direction when the distribution of
high optical depth regions is patchy. It is also worth noting
the similarity of the redshifted wing of Ly↵ emission for all
3 sub-samples, which would also be expected if the outflow
kinematics are similar but fc varies.

Thus, the spectral morphologies of galaxies classified ac-
cording to the presence or absence of leaking H-ionizing pho-
tons also support a model in which bulk velocities of outflow-
ing gas, together with the fraction of the UV continuum cov-
ered by gas with appreciable optical depth, are the dominant
influences on the strength and kinematics of Ly↵ emission as
well as IS absorption lines. The implications of this conclu-
sion are discussed in §?? below.

11.2. The Emergent Spectrum of Star-Forming Galaxies
12. IONIZING EMISSIVITY OF LBGS

Integrating the LBG luminosity function of Reddy et al.
(2008), we find the comoving density of galaxies brighter than
M1700 = -19.5 (or 0.2L

⇤

) to be ⇢gal = 2.4± 1.5⇥ 10-3Mpc-3.
The median IGM transmission for ionizing photons over the
f900 wavelength range (880 - 910 Å) is e-⌧

⇠ 52% (mean
e-⌧

⇠ 38%) so that if p = 13 ± 4% of LBGs at hzi = 3 al-
low f det

900 to escape, their total comoving ionizing emissivity at
rest-frame 900 Å is given by :

"⌫ = p⇥⇢gal ⇥
f d
900et

(1 + hzi)
⇥4⇡d2

L ⇥ e⌧IGM (8)

For the values assumed above we obtain "⌫ = 4.6± 3.2⇥
1024 ergs s-1 Hz-1 Mpc-3. This value represents a firm lower

limit on the contribution of star-forming galaxies to total co-
moving emissivity of ionizing radiation at z = 3.

For a LyC photon mean free path length of �z = 0.18, we
can calculate the proper specific intensity of the ionizing radi-
ation as

J⌫ ⇡

1
4⇡

⇥ (
dl
dz

)
z=3

⇥�z⇥ (1 + z)3
⇥"⌫ (9)

where dl/dz is the proper length interval in our assumed
cosmology evaluated at z = 3 and (1 + z)3 adjusts from co-
moving to proper emissivity. We obtain a lower limit of
J⌫ = 1.1±0.8⇥10-22 ergs s-1 Hz-1 cm-2 sr-1.

A firm upper limit on J⌫ can be estimated by considering
that the remaining 87% of Lyman-break galaxies cannot emit
more than f lim

900 = 0.032 µJy on average. This contribution
could increase the estimate of J⌫ at most by a factor of six,
to J⌫ ⇠ 6⇥10-22 ergs s-1 Hz-1 cm-2 sr-1.

The photo-ionization rate is related to specific intensity J⌫
as :

�HI = 4⇡⇥
Z

1

⌫912

J⌫
h⌫

�HI(⌫)d⌫ (10)

Most recent estimates of the metagalactic hydrogen ioniza-
tion rate give a value � = 0.5 ± 0.1 ⇥ 10-12s-1 (Faucher-
Giguère et al. 2008). Adopting a spectral slope for J⌫ of
⌫-1.8 (Madau et al. 1999), this ionization rate corresponds to
J⌫ ⇠ 2⇥ 10-22 ergs s-1 Hz-1 cm-2 sr-1. This estimate would
need to be adjusted by a factor of two if the spectral slope of
the ionization field is varied between ⌫-3 and ⌫0.

Hunt et al. (2004) estimate the contribution of
QSOs to ionizing flux at z = 3 to be JQSO

⌫ ⇠

2⇥10-22 ergs s-1 Hz-1 cm-2 sr-1. Siana et al. (2008) derive a
similar value of JQSO

⌫ ⇠ 1.5⇥ 10-22 ergs s-1 Hz-1 cm-2 sr-1.
On the face of it, the contribution of galaxies to the ionizing
background is at least half than the amount supplied by
QSOs. Given all the uncertainties involved in the estimate of
the total photo-ionization rate at z = 3, it is clear that QSOs
and star-forming galaxies together can definitely produce
enough ionizing radiation to keep the IGM ionized. This
work has been supported by the US National Science Foun-
dation through grants AST-0606912 and AST-0908805, and
by the David and Lucile Packard Foundation (AES, CCS).
CCS acknowledges additional support from the John D. and
Catherine T. MacArthur Foundation. DKE is supported by
the National Aeronautics and Space Administration under
Award No. NAS7-03001 and the California Institute of
Technology. We are grateful to Juna Kollmeier and Joop
Schaye for interesting and useful conversations, and to Marc
Kassis and the rest of the W.M. Keck Observatory staff who
keep the instruments and telescopes running effectively. We
wish to extend thanks to those of Hawaiian ancestry on whose
sacred mountain we are privileged to be guests.

APPENDIX

MORE REALISTIC IGM OPACITY MODELS FOR GALAXY SOURCES

As discussed in §9, standard descriptions of the IGM opacity rely on the statistics derived assuming that each sightline is
effectively a random path through the IGM; for example, the statistics of Lyman Limit Systems (LLSs), which are measured

LyC	spectra	

f900/f1500=15%	



what	about	the	stars?	
As	we	heard	from	Sally	Oey:	
Lyman	photons	and	kinetic	stellar	feedback	
originate	in	the	same	star-forming	regions!	
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Erb	2015	(Nature)	



engines	of	feedback	

15	

SDSS	
AGN	

SDSS	
galaxies	

“High	
metallicity”	

“Low	metallicity”	

•  BPT	(NII)	diagram	
–  Star-formation	vs.	AGN	
–  Gas-phase	metallicity	(and	
ionization/excitation)	
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z	~	2−3	stellar	engines	

16	

SDSS	
(z	~	0)	

•  BPT	(NII)	diagram	
–  Star-formation	vs.	AGN	
–  Gas-phase	metallicity	(and	
ionization/excitation)	

•  High-z	galaxies	are	offset	
from	low-z	locus	

KBSS	(z	~	2.4)	
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z	~	2−3	stellar	engines	

17	

SDSS	
(z	~	0)	

•  BPT	(NII)	diagram	
–  Star-formation	vs.	AGN	
–  Gas-phase	metallicity	(and	
ionization/excitation)	

•  High-z	galaxies	are	offset	
from	low-z	locus	

•  Approach	Kewley+2001	
“maximum	starburst”	
limit	

•  See	Steidel+2014;	
Shapley+2015;	Sanders
+2016;	Strom+2016	in	
prep.	

KBSS	(z	~	2.4)	
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Lyα	Equivalent	W
idth	

BPT-Lyα	relation	(LBGs)	

RFT+2016a,	in	prep.	



KBSS	LBGs	show	a	
gradient	in	WLyα	

•  Emitters	have	high	
ionization,	low	
metallicity	

•  Absorbers	have	
low	ionization,	high	
metallicity	

	

Average	faint	LAEs	
consistent	with	
highest-ionization	
LBGs	
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Lyα	Equivalent	W
idth	

BPT-Lyα	relation	(LBGs)	

RFT+2016a,	in	prep.	

AGN	

Stacked	
LAE	limits	

See	also:	Hagen+2016,	Nakajima+2013		
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BPT-Lyα	relation	(LBGs+LAEs)	

Lyα	Equivalent	W
idth	

RFT+2016a,	in	prep.	

LBGs:	
•  WLyα	<	0	

Average:	−8Å	

•  0	<	WLyα	<	20Å	
Average:	7Å	

•  WLyα	>	20Å	
Average:	40Å	

LAEs:	
•  WLyα	>	20Å	

Average:	56Å	

See	also:	Hagen+2016,	Nakajima+2013		



LAE	sub-populations	continue	trend	

21	

Low-WLyα	
LAE	stack	

High-WLyα	LAE	stack	

RFT+2016a,	in	prep.	
Highest	WLyα	sample	
puts		pressure	on	max	
starburst	line	

Deep	[NII],	Hα	
measurements	proposed	
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Stellar	pops.	determine	
ionizing	emissivity	
•  ξion	is	harder,	higher,	and	
more	sustained	

•  Effects	estimates	and	
requirements	for	fesc	
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The preceding discussion of the nebular emission line ratios
essentially comes down to constraining the spectral shape of
the ionizing stellar continuum. Using O32 and Ne3O2 to mea-
sure U fixes the intensity of the ionizing radiation field in 1-3
Ryd range, so that if the spectral shape of a model is off, the
predictions for the relative intensities of other lines (e.g., O3,
N2, S2, HeII/H�) will not match the observations. To sum-
marize, of the population synthesis models that provide the
best matches to both the global far-UV spectrum and to the
details of the stellar wind and photospheric absorption lines,
the BPASSv2-z002 and -z001 models appear to be capable of
reproducing simultaneously all of the line ratios observed, at
a fixed value of U . In this respect, they are far better than
any of the S99 models considered. Evidently, the stellar ion-
izing spectrum of this particular set of (typical) star-forming
galaxies at z ⇠ 2.4 needs to satisfy the following:
• It must be modestly reddened by dust, with E(B-V )cont '

0.18, or AV ' 0.73 under the assumption of the Calzetti et al.
(2000) starburst attenuation relation.
• It must have low photospheric abundances (Z⇤/Z� ⇠ 0.1),

to reproduce the limited blanketing of the stellar far-UV con-
tinuum.
• The strongest stellar wind lines (most notably, that of

C IV) suggest Z⇤/Z� ' 0.14.
• It must be capable of producing nebular emission lines

characterized by R23⇠ 0.93 when O32' 0.3.
• It must have a sufficiently hard ionizing UV spectrum to

produce substantial stellar HeII �1640 emission and (proba-
bly) nebular HeII �1640/H� ' 0.02 (section 7.5).

Figure 14. Comparison of the EUV 1-4 Rydberg spectra for several of
the population synthesis models that come closest to reproducing the non-
ionizing FUV galaxy spectrum. All of the models assume constant SFR over
108 yrs. The model that comes closest to reproducing the observed nebu-
lar emission line ratios is BPASSv2-z001; the S99 models do not produce
enough photons at ' 2 - 4 Ryd (225-450 Å) relative to 1 Ryd (912 Å) to
match the observed nebular excitation.

The principal reason that the BPASSv2 models are more
successful overall is the harder ionizing spectrum for a steady-
state stellar population with a normal Salpeter-like IMF. Fig-
ure 14 shows a direct comparison of the EUV ionizing spec-

tra for some of the models discussed in this section. For
S99 models, the agreement between the data and the models
can be improved to some degree by imposing a flatter high-
mass IMF (a high-mass slope of -2.0, rather than the default
Kroupa IMF with slope -2.3, has been used for illustration),
but such models still have difficulty producing strong enough
emission in the collisionally-excited [O II] and [O III] opti-
cal emission lines relative to the Balmer recombination lines
(Fig. 11)12 and fail to predict either stellar or nebular He II
emission.

8. IONIZED GAS PHASE ABUNDANCES

We showed in §7 that the strong line ratios observed
in the nebular spectra of the KBSS-LM1 ensemble are re-
produced by a model assuming nebular abundances for O
(and S) of Zneb/Z� = 0.5± 0.1 and log(N/O) = -1.24±0.04
([N/O] = -0.38±0.04, or ' 0.42(N/O)�). In this section,
we compare the model results for O/H with various other
commonly-used methods, and present additional abundance
ratio determinations made possible by the combination of
the KBSS-LM1 spectra and the successful population synthe-
sis+photoionization models.

8.1. O/H
Table 5 summarizes the oxygen abundances measurements

from the KBSS-LM1 spectrum’s nebular emission lines. We
report a direct Te measurement, several estimates based on
strong-line indices, and compare them to the results of
the stellar population synthesis+photionization modeling pre-
sented in §7 above.

8.1.1. Direct Method

The KBSS-LM1 nebular spectra are of high enough
quality to yield a Te measurement from the observed ra-
tio O3uv ⌘ OIII](1661 + 1666)/[OIII]�5008 (see Table 5),
which gives Te(OIII) = 12250 ± 600 K. Assuming that
Te(OII) = 0.7 Te(OIII) + 3000 (e.g., Campbell et al. 1986;
Garnett 1992; Izotov et al. 2006; Pilyugin et al. 2009;
hereinafter referred to as the “T2 - T3” relation) and
that (O/H) = (O++/H+) + (O+/H+), the corresponding oxygen
abundance is

12 + log(O/H)dir = 8.14±0.04 ;
Zneb/Z� = 0.29±0.03.

(4)

The error bars account for both for the uncertainty in the line
fluxes (dominated by the uncertainty in the UV O III] doublet)
and of the extinction correction from the Balmer decrement
measurement. However, the quoted error probably underes-
timates the true uncertainty given that we have assumed an
extinction curve that may not be the correct one for nebular
extinction in the high redshift objects13. A smaller extrapo-
lation would be required to use the [OIII]�4364 auroral line
instead of the UV O III] intercombination doublet, but the for-
mer was covered in the observed wavelength range for only
⇠ 50% of the KBSS-LM1 galaxies; we have therefore treated

12 S99 models that include rapid rotation (referred to above as “S99-v40”)
make only a very small difference relative to the non-rotating S99-v00 mod-
els.

13 The inferred Te-based oxygen abundances assuming alternative extinc-
tion curves (for values of E(B-V) that reproduce the same assumed intrinsic
Balmer line ratio) are 12+log(O/H)=[7.98, 8.12, 8.11] for SMC (Gordon et al.
2003), Calzetti et al. (2000), and Reddy et al. (2015), respectively.
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Figure 3: (Left: Comparison of the model EUV ionizing spectra
of massive star populations for models which produced reasonable
fits to the non-ionizing far-UV composite spectrum from a sample of
galaxies at z ' 2.4 (Fig. 1). Only the models including the binary
evolution of massive stars (BPASSv2) produce a hard enough EUV
spectrum to explain the observed nebular line ratios– even when the
stellar IMF is changed to be significantly “top-heavy” (e.g. S00-
v00-z002-IMF1.7, which has an IMF slope= �1.7 compared to the
Salpeter (1955) slope of �2.35.).

(with accompanying hardening of the UV radiation field), greatly increased lifetimes of such hot-burning phases, and
extended stellar mass range for progenitors undergoing such a phase. Thus, the stars with the largest contribution to
the ionizing photon budget last much longer than the canonical lifetime of a massive single O-star. The e↵ect on the
UV output of a stellar population is to make it resemble a star cluster going through a permanent (i.e., always “on”)
Wolf-Rayet phase. Most importantly to the metagalactic ionizing photon budget is that the long lifetimes allow the
stars to migrate out of their birth clouds while still producing huge amounts of ionizing UV radiation– perhaps the
key feature needed for galaxies to have contributed to the process of reionization (e.g., Steidel et al. 2014; Stanway
et al. 2016; Ma et al. 2016).

This Proposal represents a new project that builds on our results at z ⇠ 2, extending to z > 3 our ability to
characterize the massive stellar populations, stellar and gas-phase chemical abundances, nebular astrophysics, and
the structure and kinematics of galaxy-scale winds. As we argue below, z ⇠ 3 is the only redshift at which these
details can be combined with an exploration of the “porosity” of rapidly star forming galaxies to their own Lyman
continuum radiation using direct spectroscopic measurements. Many of the scientific threads needed to do this are
already well underway; here we are attempting to leverage what we have learned about joint analysis of rest-UV
and rest-optical spectroscopic observations at z ⇠ 2 (from the now-completed KBSS survey) to accelerate progress
at z ⇠ 3.

Why z ⇠ 3 In terms of cosmic lookback time, the universe at z ⇠ 3 corresponds to tLB ' 11.2 Gyr as compared
to tLB ' 10 Gyr at z ' 2; nevertheless, the interval between these two epochs represents arguably the most rapid
period of growth for the progenitors of massive galaxies in the present-day universe, and marks the “beginning of the
end” for the most massive galaxies, as they transform from a period of rapid star formation to relative quiescence,
becoming “red and dead”. However, the most interesting aspect of z ⇠ 3 is that it brings the rest-frame Lyman limit
of hydrogen at 912 Å (13.6 eV) well above the atmospheric cuto↵ in the UV and into an (observed) wavelength range
where the terrestrial background is extremely dark and instrumental sensitivity of Keck/LRIS-B is uniquely high.
Because the e↵ective opacity of the intergalactic medium due to intervening neutral H increases / (1 + z)2.5, there
is an optimal redshift range for the most sensitive measurement of the intrinsic Lyman continuum– high enough
redshift to allow spectroscopy from the ground but low enough to allow high dynamic range of the observed signal,
which is expected to be weak (see Fig. 4). By focusing intensively on star-forming galaxies in the redshift range
2.95  z  3.25, the combination of deep spectra using LRIS (observed range 3200-7300 Å) and MOSFIRE (observed
range 1.45-2.40 µm), for the first time we will establish a direct connection between galaxy mass, chemistry, and
massive star populations with the propensity to produce Lyman continuum (hydrogen-ionizing) photons escaping
the galaxy star forming regions to contribute to the the ionization of the intergalactic (IGM) and circum-galactic
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from 109–1011 M� at z = 6 and produce reasonable stellar mass–
halo mass relation, SFR–stellar mass relation, and mass–metallicity
relation (Hopkins et al. 2014; Ma et al. 2015, 2016). At lower red-
shifts the same simulations have also been shown to reproduce
observed properties of galactic outflows and circum-galactic ab-
sorbers (Muratov et al. 2015; Faucher-Giguère et al. 2015), as well
as abundances and kinematics of observed (local) dwarfs in this
mass range (Oñorbe et al. 2015; Chan et al. 2015).

In the simulations, gas follows an ionized-atomic-molecular
cooling curve from 10 � 1010 K, including metallicity-dependent
fine-structure and molecular cooling at low temperatures and high-
temperature metal-line cooling followed species-by-species for 11
separately tracked species (Wiersma et al. 2009a). We do not in-
clude a primordial chemistry network nor consider Pop III star
formation, but apply a metallicity floor of Z = 10�4 Z�. At each
timestep, the ionization states are determined following Katz et
al. (1996) and cooling rates are computed from a compilation of
CLOUDY runs, including a uniform but redshift-dependent photo-
ionizing background tabulated in Faucher-Giguère et al. (2009),
and an approximate model of photo-ionizing and photo-electric
heating from local sources. Gas self-shielding is accounted for with
a local Jeans-length approximation, which is consistent with the ra-
diative transfer calculations in Faucher-Giguère et al. (2010). The
on-the-fly calculation of ionization states is consistent with more
accurate post-processing radiative transfer calculations (Ma et al.
2015).

We follow the star formation criteria in Hopkins et al. (2013)
and allow star formation to take place only in dense, molecular,
and self-gravitating regions with hydrogen number density above a
threshold nth = 100 cm�3. Stars form at 100% efficiency per free-
fall time when the gas meets these criteria, and there is no star for-
mation elsewhere. The high density threshold is very important in
studying fesc, because it resolves the formation and destruction of
high-density star-forming clouds. Simulations using unphysically
low nth fail to resolve this and tend to over-predict fesc by an order
of magnitude (see Ma et al. 2015, and reference therein).

The simulations include several different stellar feedback
mechanisms, including (1) local and long-range momentum flux
from radiative pressure, (2) energy, momentum, mass and metal in-
jection from SNe and stellar winds, and (3) photo-ionization and
photo-electric heating. We follow Wiersma et al. (2009b) and in-
clude metal production from Type-II SNe, Type-Ia SNe, and stel-
lar winds. Every star particle is treated as a single stellar popu-
lation with known mass, age, and metallicity, assuming a Kroupa
(2002) initial mass function (IMF) from 0.1–100 M�. The feed-
back strengths are directly tabulated from STARBURST99.

For every snapshot, we map the main galaxy onto a Carte-
sian grid of side length L equal to two virial radii and with N
cells along each dimension. We choose N = 256 for z5m09 and
z5m10mr and N = 300 for z5m11, so that the cell size l = L/N
varies but is always smaller than 100 pc. This ensures convergence
of the MCRT calculation (Ma et al. 2015). The MCRT code we
use is derived from the MCRT code SEDONA (Kasen et al. 2006),
but focuses on radiative transfer of hydrogen ionizing photons. The
MCRT method is similar to that described in Fumagalli et al. (2011,
2014). Nstar = 3⇥107 photon packets are isotropically emitted from
the location of star particles, sampling their ionizing photon bud-
gets. Another NUVB = 3⇥107 photon packets are emitted from the
boundary of the computational domain in a manner that produces
a uniform, isotropic ionizing background with intensity given by
Faucher-Giguère et al. (2009). The MCRT code includes photoion-
ization, collisional ionization, recombination, and dust absorption

[ht]

Figure 1. Top: Ionizing photon production rate, Qion as a function of age for
a 106 M� star cluster, predicted by different stellar evolution models. Bot-
tom: Ratio of ionizing luminosity to 1500 Å luminosity, ⇠ion as a function
of age for the same star cluster. We show both single-star models (dotted)
and binary models (solid) at metallicities Z = 0.05 Z� (black) and Z = Z�
(cyan), respectively. Including binaries leads to more massive stars at late
times (from mass transfer and mergers), which dramatically enhances the
ionizing photon production after t ⇠ 3 Myr. Qion also depends strongly on
metallicity, with many more ionizing photons produced at low metallicity.
STARBURST99 models, which also ignore binaries, are nearly identical to
the BPASS single-star models at both metallicities.

and uses an iterative method to reach photoionization equilibrium.
The numbers of photon packets and iteration are selected to ensure
convergence.

3 RESULTS

In Figure 1, we show the ionizing photon budget, Qion, and the
ratio between hydrogen ionizing luminosity and the luminosity at
1500 Å,

⇠ion =

R 912 Å
508 Å L�d�

�L�(1500Å)
, (1)

as a function of age, of an instantaneously formed star cluster of
mass 106 M�, for several stellar population models from BPASS.
We adopt a Kroupa (2002) IMF with slopes of �1.3 from 0.1–
0.5 M� and �2.35 from 0.5–100M�, consistent with that used
in the simulation. We show the BPASS model at metallicity Z =
0.001 (Z = 0.05Z�, black), the lowest metallicity available and the
closest to our simulations, for both single-star evolution (dotted)
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summary	
•  The	production	and	transmission	of	Lyman	photons	
are	linked	by	stellar	feedback	

•  Outblow	velocity	and	gas	covering	fraction	scale	with	
galaxy	mass	(and	luminosity,	SFR,	etc.)	

•  Stellar	populations	and	radiation	bield	vary	with	
galaxy	mass	(and	metallicity,	etc.)	

•  Therefore,	photon	escape	varies	strongly	with	these	
properties	

•  Low-mass	galaxies	(faint	LAEs)	are	key	probes	
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