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2. Faraday Rotation
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will rotate the angle of 
linearly polarized light 
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Faraday Rotation

Bayesian Reconstruction of Rotation Measure Sky

Oppermann et al. 2012



Faraday Rotation

A magnetized plasma with 
an ordered magnetic field 
will rotate the angle of 
linearly polarized light

Faraday	Thick	Source

How do we automatically tell the 
difference between simple and 

complex sources?



Faraday Rotation

● We understand the 
physics and know the 
important parameters

● We understand the 
observation process

● We can generate 
synthetic data to train a 
classifier to distinguish 
between simple and 
complex sources



What is machine-learning?   
– Just function approximation

Machine Learning
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●What is machine-learning?   
– Just function approximation

– What kind of functions?

● Classification
– y is discrete set of classes

● y = [cat, dog, rock, tree, … ]
– x might be an image

Machine Learning

P(y|x)

P(y|x) y=[0.7,0.1, … ]

Train with gradient descent



e.g., binary linear model example
– X is a vector of “features” of an person

● [height, weight, age, miles run per week, time of Facebook,.. ]
– P(X) is the probability that this person is diabetic
– Simplest map from a vector to a scalar: P(X) = W・X
– Training: Initialize W with random weights. Get X for thousand of 

people, along with the associated Y (0 or 1).
– Minimization problem for L(Y- W・X), e.g. gradient decent

Machine Learning



Deep Learning



Information “Hamiltonian”

Machine Learning



Why does it work?
– Mimics the natural world
– Generative hierarchy

Deep Learning



Convolutional Neural Networks
– Reduce number of weights and insert translational invariance  
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Inception Networks

GoogLeNet team (Szegedy et al. 2014)



Our Network



Our Network
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Faraday Rotation

● Simulate simple and complex (two 
component) sources over relevant 
parameter space

● Train CNN on simulated sources

● Test CNN on new sim. sources

–<0.3% false positives

–<1.0% false negatives  
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Faraday Rotation

Simulate simple and complex (two 
component) sources over relevant 
parameter space

Train CNN on simulated sources

Test CNN on new sim. Sources

~3.0% false positives

~7.2% false negatives  
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Faraday Rotation

Sub-space that might make it into 
the catalog: 

Delta phi < 10% FWHM 

S/N of P1>5, & P2/P1 > 0.1

<0.3% false positives

<1.0% false negatives  
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Thank You!


