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outline
1. Empirical	trends	of	Lyα emission	vs.	
proxies	for	production	&	escape

2. ​Spatially	resolved Lyα	emission	

3. Interpreting	ionizing	emission	from	high-z	
galaxies
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Keck	Baryonic	Structure	Survey
• KBSS includes	1000+	LBGs	at	z	≈ 2-3	with	UV+Opt spec

– L	≈ L*	galaxies,	log	M* ≈	9.5–11.5,	MUV ≈	20.5
– Rudie+	2012;	RFT+	2012;	Steidel+	2014,	2016;	Strom+	2017
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Table 1
KBSS-MOSFIRE samples used for line-ratio analysis

subsample N hzi M?
a SFR a

(M�) (M� yr�1) Emission Line Criteria Notes

N2-BPT 348 2.31 1.15⇥ 1010 31.5 H↵ � 10�, H�, [O III]�5008 � 3�, [N II]�6585 observed bc

S2-BPT 340 2.30 1.16⇥ 1010 31.3 H↵ � 10�, H�, [O III]�5008 � 3�, [S II]��6718, 6733 observed c

O32-R23 171 2.34 1.16⇥ 1010 26.7 H↵ � 10�, H�, [O III]�5008, [O II]��3727, 3729 � 3� c

N/O 166 2.33 1.16⇥ 1010 25.7 H↵ � 10�, H�, [O II]��3727, 3729 � 3�, [N II]�6585 observed cd

Ne3O2 74 2.31 9.24⇥ 109 23.1 H↵ � 10�, H�, [O III]�5008, [O II]��3727, 3729, [Ne III]�3869 � 3�, cd

amedian values
bS14 used H↵ � 5�, H� � 3�, [O III]�5008 � 5�, [N II]�6585 observed, taken as an upper limit when the S/N< 2
cFor emission lines without a listed S/N threshold, we adopt 2� upper limits
dJ, H, and K slit corrections must have < 20% uncertainty

Figure 4. Stellar mass, star formation rate, and specific star for-
mation rate distributions for the 220 z ⇠ 2.3 KBSS-MOSFIRE
galaxies with H↵ > 3� and robust Balmer decrement measure-
ments (S/N 5� in H↵/H�). Stellar masses are determined from
SED fits, and SFRs are calculated from dust-corrected H↵ emission
line measurements. The median stellar mass is 1.2⇥1010 M�, and
the median SFR is 27 M� yr�1, with a median sSFR of 2.5 Gyr�1.

statistics for the subsamples of KBSS-MOSFIRE galaxies
discussed in the following sections and notes the corre-
sponding emission line selection criteria. In cases where
extinction corrections are necessary, we require the mea-
surement of H↵/H� to have S/N> 5, including the un-

certainty from the relative slit corrections. This S/N cut
is well-motivated by the fact that extinction corrections
for individual emission lines scale non-linearly with the
measured value of the Balmer decrement, going approx-
imately as (H↵/H�)k� , where k� is the value of the red-
dening curve at a specific wavelength (kH↵ = 2.52 for the
Cardelli et al. (1989) attenuation relation). Thus, even
relatively small uncertainties in the Balmer decrement
translate to much larger uncertainties in the corrected
line ratio. If a line ratio includes lines measured in sep-
arate NIR bands, the total uncertainty in the reported
ratio incorporates the uncertainty in the slit loss correc-
tion in addition to measurement uncertainties.

3. NEBULAR EMISSION LINE RATIOS

3.1. The N2- and S2-BPT Diagrams

Figure 5 shows the location of 348 KBSS-MOSFIRE
galaxies with 1.9 < z < 2.7 (hzi = 2.3) in the N2-
BPT plane, including only those galaxies where H↵ is
detected at > 10� and H� and [O III]�5008 are detected
at > 3� (light green points). Galaxies with [N II]�6585
measurements with S/N < 2 are assigned 2� upper lim-
its (dark green triangles). As originally reported by S14
for a smaller sample, KBSS-MOSFIRE galaxies occupy a
region of the N2-BPT plane almost entirely distinct from
the majority of local galaxies, represented by SDSS-DR7
(in greyscale, Abazajian et al. 2009). The SDSS com-
parison sample presented here has been selected to be
similar to KBSS-MOSFIRE in terms of detection prop-
erties, with 0.04  z  0.1 (to avoid severe aperture
e↵ects) and > 25� measurements of H↵, after the mea-
surement uncertainty has been increased by a factor of
2.473 as recommended by the DR7 team.
Although the existence of an o↵set in the N2-BPT

plane has been widely reported for other samples of
high-redshift galaxies, the degree to which the KBSS-
MOSFIRE sample di↵ers from typical local galaxies is
quite remarkable. Nearly all KBSS-MOSFIRE galax-
ies exhibit larger values of log([O III]/H�) at fixed
log([N II]/H↵) than typical SDSS galaxies in the N2-
BPT diagram (represented by the 90% of z ⇠ 0 galaxies
enclosed by the orange contour in Figure 5). Further-
more, the ridge-line of the z ⇠ 2.3 sample with > 2�
detections of [N II]�6585, traced by median values of
log([O III]/H�) in equal-number bins of log([N II]/H↵)
(yellow stars), falls well outside the same contour.
The N2-BPT locus can be described analytically using
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Figure 2. The redshift distribution of spectroscopically-confirmed
KBSS-MOSFIRE galaxies, as of 2015 October. The discrete blue
histograms represent galaxies with confirmed nebular redshifts
from MOSFIRE observations (1048 total). Of these, 732 are known
to be at 1.9  z  2.7 and have MOSFIRE observations covering
at least one atmospheric band (dark blue). The subsample with
good signal-to-noise detections of strong rest-optical emission lines
in J, H, and K band is shown in green (275 galaxies).

roughly 2:1 between 1.3 . z . 1.7 and z & 2.9 (Figure 2).
The majority of the z ⇠ 2.3 galaxies have been observed
in at least two NIR bands, and 275 have high-quality
observations in J, H, and K band, providing good S/N
measurements of most of the strong rest-optical emission
lines: [O II]��3727,3729, [Ne III]�3869 in J band; H�,
[O III]��4960,5008 in H band; [N II]��6549, 6585, H↵,
[S II]��6718,6732 in K band.

2.3. Interactive 1D Spectral Extraction
and Emission-line Fitting with MOSPEC

The two-dimensional (2D) spectrograms produced
by the MOSFIRE data reduction pipeline1 are flux-
calibrated and corrected for telluric absorption using
wide- and narrow-slit observations of A0V stars and then
shifted to account for the heliocentric velocity at the start
of each exposure sequence. Separate MOSFIRE obser-
vations of the same object are combined using inverse-
variance weighting to produce the final 2D spectrograms
from which 1D spectra are extracted.
One-dimensional (1D) spectra are extracted from the

2D spectrograms using MOSPEC, an interactive analysis
tool developed in IDL specifically for MOSFIRE spec-
troscopy of faint emission-line galaxies. By default, MO-
SPEC uses a boxcar extraction aperture (determined by
the user, with a median value of 9 pixels or 1.0062, corre-
sponding to 13.3 kpc at z = 2.3). Other extraction al-
gorithms, including optimal extraction, were tested and
found not to significantly impact the measured line fluxes
or their significance.
As part of the extraction process, the 1D spectrum is

simultaneously fit for the redshift, line width, and fluxes
of a user-specified list of emission lines. The continuum
level is estimated using a reddened high-resolution stel-
lar population synthesis model that best matches the full
spectral energy distribution (SED) of the galaxy and is
scaled to match the median level of the observed spec-
trum excluding regions < 5Å from strong emission lines.

1 http://www2.keck.hawaii.edu/inst/mosfire/drp.html

This method self-consistently accounts for the e↵ects of
age and dust extinction on the underlying stellar con-
tinuum. If this method is not possible, MOSPEC uses
a linear fit to the continuum, again excluding regions
around strong emission lines. These two estimates agree
well for most galaxies, although the model-continuum
method has the advantage of automatically including the
stellar Balmer absorption features.
The correction for absorption in H↵ and H� for indi-

vidual objects is determined by fitting the galaxy spec-
trum with a modified SED model continuum that linearly
interpolates between the continuum on either side of re-
gions around Balmer features and comparing the result
with measurements from the full fit that includes stellar
absorption features. For the ⇠ 17% of the sample where
a stellar continuum model could not be used, we assume
CH� = 1.06, the median of the measured corrections.
No correction is applied to H↵ (although, formally, the
median measured correction is 1.01).
The emission lines are fit using Gaussian profiles with

a single redshift (z) and observed velocity width (�,
in km s�1) in a given band (i.e., all lines in the K
band spectra are fit with a single z and �, but these
may di↵er from the parameters measured in J or H
band). For objects with observations covering H and
K band, h|�zH�K |i = 2 ⇥ 10�5(⇡ �6 km s�1) and
h|��H�K |i = 6.69 km s�1. For 22% of galaxies with
observations covering J band, the redshift was fixed to
match the redshift observed in H or K band to ensure
an accurate measurement of the [O II] doublet ratio in
cases where the lines are only partially resolved; for all
other objects, h|�zK�J |i = 1 ⇥ 10�5(⇡ �3 km s�1)
and h|�zH�J |i = 8 ⇥ 10�5(⇡ �24 km s�1). Except
for emission lines with particularly high signal-to-noise
(S/N ⇠ 50), the Gaussian approximation agrees with
the directly integrated flux (summed over a range ±3�
as defined by the fitted velocity width) at the few per-
cent level. The ratios of the nebular [O III]��4959,5008
and [N II]��6549,6585 doublets are fixed at 1:3 and
the ratios of the density-sensitive [O II]��3727,3729 and
[S II]��6718,6732 doublets are restricted to be within
20% of the range of physically allowed values, which
is 0.43 � 1.5 for [S II]�6718/[S II]�6732 (Tayal & Zat-
sarinny 2010; Mendoza & Bautista 2014) and 0.35� 1.5
for [O II]�3729/[O II]�3727 (Kisielius et al. 2009). The
1� errors on all measurements account for uncertainties
in the fit parameters as well as covariance between pa-
rameters.

2.4. Slit-loss Corrections

Because some rest-frame optical diagnostics rely on ra-
tios of emission lines widely separated in wavelength, it is
important to ensure that the relative flux-calibration be-
tween the NIR atmospheric bands is correct for individ-
ual objects. For example, without such cross-calibration,
extinction corrections using the Balmer decrement are
impossible, as H� falls in H band and H↵ falls in K band
for galaxies at z ' 2� 2.7.
The overall atmospheric transparency and image qual-

ity (typically between 0.005�0.007) for each MOSFIRE mask
are monitored using concurrent observations of a bright
star placed in a dedicated slit, and an initial guess at
the correction factor for observations from that mask is
determined by comparing the measured flux of the star

Strom+	2017

~1000	galaxies	with	Lyα	(LRIS)	and	
rest-optical	spectra	(MOSFIRE)



Data	from	RFT+	in	prep,	stacks	in	Lyα EW	(50	spectra	per	frame)

LIS	absorption	suggests	ISM	porosity

Ryan	Trainor	– Lyman2018

Si	II Si	IIC	II

Si	II	+	O	I Si	IV C	IV

Lyα EW	=	-15Å	– 52Å

See	also	e.g.,	Shapley+	2003
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LIS	absorption	suggests	ISM	porosity

Ryan	Trainor	– Lyman2018

Data	from	RFT+	in	prep,	stacks	in	Lya EW (50	spectra	per	frame)

See	also	e.g.,	Shapley+	2003;	Steidel+	2010;	Erb,	Steidel,	RFT+	2014;	c.f.	Henry+	2015

Si	II	1260	+
C	II	1334 +
Si	II	1526

12 Erb et al

Figure 6. Ly↵ equivalent width vs. the velocity o↵set of Ly↵ emission with respect to the systemic velocity measured from nebular
emission lines. The LAEs are indicated by blue stars (dark blue for the z ⇡ 3.1 SSA22 sample, and light blue for the z ⇡ 2.3 Q1700
sample), and the comparison sample is shown with purple circles. For the LAE sample, equivalent widths measured from narrowband
imaging are shown with open stars, and equivalent widths measured from the Ly↵ spectra are shown with filled stars. For the comparison
sample we measure the spectroscopic equivalent width only. Among the total sample of 158 individual galaxies, WLy↵ and �vLy↵ are
anti-correlated with 6.7� significance when the spectroscopic equivalent widths (with limits treated as detections) are used for the LAE
sample, and with 7.6� significance when the photometric equivalent widths are used.

width measurements. We adopt this average and stan-
dard deviation as the equivalent width measurement and
its error, except in cases where we determine limits as de-
scribed below. These perturbed spectra are also used to
determine the uncertainties in Ly↵ velocity o↵sets dis-
cussed in Section 4.1.

Our ability to measure equivalent widths for the LAEs
is limited by the S/N of the continuum, which is usually
very low. For most of the LAE sample, we adopt 1�

lower limits on the equivalent width, calculated as fol-
lows. For each object, we calculate the equivalent width
to be the average of the line flux divided by the contin-
uum level for the 100 fake spectra, as described above.
We also calculate the average of the line flux divided
by the continuum uncertainty (given by the RMS of the
continuum) for the fake spectra. If the equivalent width

is higher than the flux divided by continuum RMS mea-
surement, we consider the equivalent width measurement
to be a detection; this is equivalent to requiring contin-
uum S/N > 1, and applies to 6 of the 36 LAEs. If the
equivalent width is lower than the flux divided by contin-
uum RMS measurement, we adopt the flux/(continuum
RMS) measurement as the 1� lower limit on the equiv-
alent width. In all cases these lower limits are smaller
than the equivalent widths determined from narrow-band
imaging; see Table 2.15 As we will see below, few conclu-

15 Note that the spectroscopic equivalent width measurements
are likely to be smaller than equivalent widths measured from
narrow-band imaging even when both are well-detected; using com-
posite spectra and imaging of a sample of 92 galaxies at z ⇠ 2.65,
Steidel et al. (2011) find that the spectroscopic equivalent width is
on average ⇠ 5 times lower than the photometric equivalent width.

Erb,	Steidel,	RFT+	2014
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BPT-Lyα	relation

Ryan	Trainor	– Lyman2018

z	~	2-3	LBGs	from	Strom+	2017	

SDSS	
galaxies

See	also:	Steidel+	2014,	Shapley+	2015,	Sanders+	2015
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BPT-Lyα	relation

See	also:	Hagen+2016,	Erb+	2016,	Nakajima+2013	

Ryan	Trainor	– Lyman2018

RFT+	2016

AGN Lyα	Equivalent	W
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Lyα	tracks	[OIII]/Hβ	(nebular	excitation)

Ryan	Trainor	– Lyman2018

Data	from	RFT+	2016,	stacks	in	OIII/Hβ (50	spectra	per	frame)

log([OIII]/Hβ)	=	0.16	– 0.82
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Lyα	tracks	[OIII]/Hβ	(nebular	excitation)

Ryan	Trainor	– Lyman2018

Data	from	RFT+	in	prep,	stacks	in OIII/Hβ	(50	spectra	per	frame)

See	discussion	in	RFT+	2016

log([OIII]/Hβ)	=	0.16	– 0.82
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production	vs.	escape
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RFT+	in	prep.



production	vs.	escape
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RFT+	in	prep.



Lyα	vs.	production+escape
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RFT+	in	prep.



Lyα	vs.	production+escape
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RFT+	in	prep.
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fitting	Lyα	halos	in	stacks

Noah	Lamb
F&M	Senior

Stack	of	175	faint	
(L~0.1L*)	galaxies
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fitting	Lyα	halos	via	MCMC
• Inclusion	of	sky	+	PSF	in	halo	fitting

Halo	scale	
radius

Zero-order
sky	background

• Covariance	between	scale	radius	
and	background

• NEXT:	luminosity	
dependence,	environmental	
dependence,	QSO	proximity,	
z	<	3



KLCS	sample	(z	~	3)

• 124	galaxies	over	9	fields
– ”typical”	LBGs

• -19.5	>	MUV >	22.1
• Rest-frame	spectra:														
880� <	λ0 <	1750�

Ryan	Trainor	– Lyman2018

see	Shapley+2016,	Steidel+2018
4 STEIDEL ET AL.

based LyC survey to focus on sources with 2.75 <⇠ zs
<⇠ 3.5,

as we have done for KLCS.

2.2. Survey Design
Targets for KLCS were selected in 9 separate fields on the

sky (Table 1), chosen from among ' 25 high latitude fields
in which we have obtained deep UnGR photometry suitable
for selecting LBG candidates at z ⇠ 3 (see Reddy et al. 2012
for a nearly-complete list) as well as spectroscopic follow-up
observations. The final field selection was based on a com-
bination of visibility time at low airmass during scheduled
observing runs and the number of galaxies with previously-
obtained spectroscopic redshifts in the range 2.9 <⇠ z <⇠ 3.2
that could be accommodated on a single slit mask of the Low
Resolution Imaging Spectrometer (LRIS; Oke et al. 1995;
Steidel et al. 2004) on the Keck 1 telescope. For six of
the nine KLCS fields (see Table 1), selection of star-forming
galaxy candidates using rest-UV continuum photometry was
performed during the course of a survey for z ⇠ 3 Lyman-
break galaxies (LBGs; see Steidel et al. 2003). Three addi-
tional fields (Q0100+1300, Q1009+2956 and HS1549+1919)
including z ⇠ 3 LBGs were observed during the period 2003
to 2009; these comprise part of the Keck Baryonic Structure
Survey (KBSS; Steidel et al. 2004, 2010; Rudie et al. 2012;
Steidel et al. 2014; Strom et al. 2017.)

Selection of z ⇠ 3 LBGs in all 9 of the KLCS fields was
based on photometric selection using the 3-band (UnGR) pho-
tometric system described in detail by Steidel et al. (2003);
photometric and spectroscopic catalogs for 6 of these fields
(as of 2003) were also presented in that work. Full photomet-
ric and spectroscopic survey catalogs for the 3 KBSS fields
will be presented elsewhere.

We used a slitmask design strategy that assigned highest
priority to comparatively brighter (R 24.5) LBGs known to
have redshifts in the interval 2.9 z 3.3. Other star-forming
galaxies in a broader redshift range 2.7 < z < 3.6 were as-
signed somewhat lower priority. If space on a mask was still
available, we included additional candidates that were identi-
cally selected but had not been previously observed spectro-
scopically12. Objects that had already been classified as AGN
based on their existing survey spectra were deliberately given
relatively high priority in the KLCS mask design, as little is
known about whether ionizing radiation escapes from low-
luminosity AGN or QSOs13. This small sub-sample will be
addressed in future work.

Figure 1 presents comparisons between the parent sample
from which targets were selected (light histograms), and those
that were successfully observed (dark histograms), in terms of
redshift, apparent magnitude R, and color G -R. The “par-
ent” sample in this case includes all galaxies with redshifts
2.7 < z < 3.6 located in the same set of fields used in the
KLCS. The middle panel of Figure 1 shows that the KLCS
sample has a moderate excess of sources with R < 24.5 and
a related deficiency of galaxies with 25.0 R 25.5, which
is an expected consequence of our observing strategy. The
redshift distribution of KLCS galaxies also demonstrates our
slight preference for targets in 2.9  z  3.2 redshift “win-
dow”. We find no difference in the distribution of G-R color

12 As discussed in Steidel et al. (2003), the contamination of the photo-
metric selection windows used for z ⇠ 3 galaxies is < 5%, so that most of the
new targets observed yielded redshifts in the desired range.

13 Generally, only bright QSOs have been observed shortward of the rest-
frame Lyman limit.

Figure 1. The distribution of redshift (top), R magnitude (center), and G-R
color for the KLCS sample (dark shaded histograms) as compared with those
of all confirmed LBGs in the 9 survey fields used (light shaded histograms).
Apart from the slight preference for brighter objects (R <⇠ 25) and for objects
at redshift z ⇠ 3.0, the KLCS sample is not significantly biased with respect
to the LBG population.

between KLCS and all spectroscopically identified galaxies in
these fields (Figure 1, bottom panel). Thus, the sub-sample of
galaxies observed for the KLCS is slightly brighter, and has
a slightly tighter redshift distribution, than the LBGs in the
same fields, but is otherwise representative.

3. SPECTROSCOPIC OBSERVATIONS

As summarized in Table 1, a total of 136 galaxies was ob-
served, in 9 independent fields using 10 different slitmasks.
Of the galaxies observed, 13 were later excluded from the
LyC analysis because of uncalibrated slit defects, close com-
panions on the slit, scattered light, or other potential sources
of systematic error that would make LyC flux measurements
less secure (see the detailed discussion in §5 below).

All 10 slitmasks were designed with 100.2 slit widths and
individual slit lengths between 1000and 3000; the median slit
length for high priority KLCS targets was 2000. With the ex-
ception of the Q0933+2854 field, a single slitmask was ob-
served in each field, containing between 8 and 16 objects
known to lie at redshifts 2.7 < z < 3.6. The observations were
conducted over the course of 6 separate observing runs using
LRIS on the Keck 1 10m telescope between 2006 December
and 2008 June. As summarized in Table 1, the total integra-
tion time per slitmask was between 8.2 and 12.8 hours. Fields
were generally observed within 2 hours of the meridian in or-
der to minimize attenuation by atmospheric extinction and (in
the case of the observations made prior to 2007 August) slit
losses due to differential atmospheric refraction.

All observations were made using the same configuration
of the LRIS double-beamed spectrograph (Oke et al. 1995;

Parent	Population
Spectroscopic	Sample
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Figure 14. Zoomed-in version of Figure 13, showing the composite spec-
trum formed from all 124 galaxies in the KLCS sample. (Top:) The compos-
ite spectrum prior to correction for IGM+CGM opacity, where the measured
value of h f900/ f1500iobs is indicated. (Bottom:) Identical to the top panel, ex-
cept that here the observed spectrum (black histogram) has been corrected us-
ing the model for the average IGM+CGM transmission spectrum (see Fig. 10)
appropriate for the KLCS sample distribution of source redshifts. The value
of h f900/ f1500iout given in the bottom panel was calculated using equation 10
(see Table 6.) The values of each, and the wavelength interval over which
they have been evaluated, are indicated by magenta bars in both panels. The
model spectrum (cyan histogram) is identical in both panels, and also the
same as that shown in Figure 13 using the same color coding.

these include Luv, W�(Ly↵), and rest-UV continuum color
(G -R)0 (§6.4). In view of the results of §7.1, a minimum
subsample size N >⇠ 30 was maintained so that the uncertainty
in the IGM+CGM correction is <⇠ 10% (see Table 4). Thus,
for each of the aforementioned parameters we split the sample
of 124 into 4 independent quartiles consisting of 31 galaxies
each.

Additional subsets were formed according to the following
criteria: objects with Luv � L⇤

uv (48% of the sample, very simi-
lar to a combination of the Luv (Q1) and Luv (Q2) subsamples)
and those with Luv < L⇤

uv (52% of the sample); according to
whether Ly↵ appears in net emission (W�(Ly↵) > 0; 60% of
the sample) or net absorption (W�(Ly↵)  0; 40% of the sam-
ple); and, finally, grouping together the galaxies exceeding
the often-used threshold W�(Ly↵) > 20 Å for “Lyman Alpha
Emitters” (LAEs). The KLCS LAE sub-sample (28 galaxies,
or ' 22.6% of the total) is based upon the spectroscopically-
measured W�(Ly↵), and happens to be nearly identical to the
W�(Ly↵) (Q4) sub-sample of 31 galaxies.

Table 6 includes values of parameters measured directly
from the composite spectra or the mean value among the
objects comprising the subsample: the number of galax-
ies in the subsample (N), the mean redshift of the objects
in the subsample (hzsi), W�(Ly↵) (measured directly from
the composite spectrum), the mean UV luminosity rela-
tive to L⇤

uv (hLuv/L⇤
uvi), and the measured flux density ratio

h f900/ f1500iobs. Values of ht900i for the transmission in the rest
wavelength range [880,910] Å are given for both the “IGM

Figure 15. Composite rest-frame spectra of selected KLCS sub-samples,
normalized so that f1500 = 1.0. No IGM correction has been applied, i.e.,
they are the observed flux density as a function of rest wavelength. The sub-
sample names are indicated (color-coded) in the top left corner of each panel,
with the corresponding measurements of h f900/ f1500iobs in the upper right
of each panel. The vertical dashed lines mark the [880,910] rest wavelength
interval used for measuring f900.

only” and “IGM+CGM” Monte Carlo models (§7 and Ap-
pendix B), where each value and its uncertainty were calcu-
lated by drawing ensembles of sightlines with the same num-
ber and zs distribution as the subsample, averaging the values
of t900, and repeating 1000 times. The tabulated uncertain-
ties reflect the 68% confidence interval for the mean trans-
mission of the 1000 ensembles for each subsample. The com-
posite spectra of several of the sub-samples listed in Table 6
are shown in Figure 15.

The corrected (emergent) flux density ratio h f900/ f1500iout
(equation 10) is also listed in Table 6, where the quoted errors
include uncertainties in both the measurement and in ht900i.
Table 6 also includes entries for the full KLCS sample (“All”),
and “All” divided into subsets according to whether or not the
individual LyC measurement had | f900/�900|> 323.

Finally, Table 6 includes entries for subsamples of KLCS

23 Note that we have not included entries that require a value of ht900i
because the Monte Carlo models assume t900 is independent of any property
used to select the sample – clearly invalid in the case of a known detected or
undetected sub-sample.
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each.
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from the composite spectra or the mean value among the
objects comprising the subsample: the number of galax-
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normalized so that f1500 = 1.0. No IGM correction has been applied, i.e.,
they are the observed flux density as a function of rest wavelength. The sub-
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only” and “IGM+CGM” Monte Carlo models (§7 and Ap-
pendix B), where each value and its uncertainty were calcu-
lated by drawing ensembles of sightlines with the same num-
ber and zs distribution as the subsample, averaging the values
of t900, and repeating 1000 times. The tabulated uncertain-
ties reflect the 68% confidence interval for the mean trans-
mission of the 1000 ensembles for each subsample. The com-
posite spectra of several of the sub-samples listed in Table 6
are shown in Figure 15.

The corrected (emergent) flux density ratio h f900/ f1500iout
(equation 10) is also listed in Table 6, where the quoted errors
include uncertainties in both the measurement and in ht900i.
Table 6 also includes entries for the full KLCS sample (“All”),
and “All” divided into subsets according to whether or not the
individual LyC measurement had | f900/�900|> 323.

Finally, Table 6 includes entries for subsamples of KLCS

23 Note that we have not included entries that require a value of ht900i
because the Monte Carlo models assume t900 is independent of any property
used to select the sample – clearly invalid in the case of a known detected or
undetected sub-sample.
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formed according to zs, where zs (Q1) is the lowest-redshift
quartile, and zs (Q4) the highest-redshift quartile. These are
intended to show that there is no strong dependence of the
results on source redshift once the redshift-dependent IGM
(or IGM+CGM) corrections have been applied; the compos-
ite spectra of these two redshift subsamples are among those
shown in Figure 15.

8.2. Assessment of LyC Results

Figure 16. (Top:) Inferred values of h f900/ f1500iout versus UV luminos-
ity relative to L⇤

uv at z ⇠ 3. (Bottom:) As for the top panel, but showing
h f900/ f1500iout as a function of the rest equivalent width of the Ly↵ line in
the composite spectrum. The various composites are labeled according to
their designation in Table 6. The error bars in both panels include both mea-
surement uncertainties and sample variance in the IGM+CGM correction (the
latter depends on the size and redshift distribution of the sub-sample). The
error bars on the h f900/ f1500iout “IGM-only” points (open circles) have been
suppressed for clarity in both panels; the values are listed in Table 6. In the
bottom panel, the dashed (magenta) line is a linear fit to the h f900/ f1500iout
[IGM+CGM] points, of the form h f900/ f1500iout= 0.4(W�/110 Å) + 0.013.

On the basis of the results summarized in Table 6, there
are two easily-measured empirical characteristics that corre-
late most strongly with a propensity to “leak” measurable LyC
radiation: Luv and W�(Ly↵). Figure 16 illustrates, for se-
lected sub-samples indicated on the figure, the dependence on
Luv and W�(Ly↵) of the measured h f900/ f1500iobs and inferred
h f900/ f1500iout for both IGM transmission models.

The top panel of Figure 16 suggests an almost bimodal
dependence of h f900/ f1500iout on Luv, where the 2 lowest-
luminosity quartiles (i.e., the lower luminosity half) of the
KLCS sample have h f900/ f1500iout' 0.13, whereas the UV-

brighter half of the sample has h f900/ f1500iout consistent with
zero (3� upper limit h f900/ f1500iout

<⇠ 0.02.) The transition lu-
minosity below which h f900/ f1500iout appears to increase from
zero to ' 13% is very close to L⇤

uv, which also happens to lie
close to the median Luv of the KLCS sample.

The trend of h f900/ f1500iobs and h f900/ f1500iout with
W�(Ly↵) – illustrated in the bottom panel of Figure 16
– is similar, albeit perhaps exhibiting a more gradual de-
pendence of h f900/ f1500iout on W�(Ly↵) compared to the
relatively abrupt luminosity dependence of the subsamples
grouped according to Luv. Figure 17 shows the KLCS sample

Figure 17. (Top:) Luv/L⇤
uv versus the rest-frame Ly↵ (W�(Ly↵)) for the

KLCS sample. The points have been color-coded by quartiles in Luv: from
lower to higher luminosity, pale green (Q4), violet (Q3), blue (Q2), and red
(Q1). (Bottom:) Same as the top panel, except with points color-coded by
quartiles in W�(Ly↵). In both panels, the galaxies with 3� LyC detections
are also indicated with diamonds.

color-coded according to quartiles in Luv (top) and W�(Ly↵)
(bottom). There is clearly an inverse correlation between
W�(Ly↵) and Luv in the sense that there is a dearth of galax-
ies with bright Luv and large W�(Ly↵) – e.g., the brighter
two quartiles in Luv (Q1 and Q2) are dominated by galax-
ies with W�(Ly↵) <⇠ 10 Å (median' 0 Å), and most of the
galaxies in the two largest-W�(Ly↵) quartiles (Q3 and Q4)
have Luv < L⇤

uv
24. Because of the well-established correla-

tion between Luv and W�(Ly↵) within all LBG samples (in-
cluding KLCS; see ,e.g., Shapley et al. 2003; Gronwall et al.
2007; Kornei et al. 2010; Stark et al. 2010), it is difficult

24 Formally, a Spearman rank correlation test between Luv and W�(Ly↵)
results in a correlation coefficient ⇢ = -0.30, significant at the 3.4� level.
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KLCS sample,

zsys = zIS + 0.36(zLy↵ - zIS) ; (3)

for category (b) (' 30% of the KLCS sample) :

zsys = zIS + �vIS

c
(1 + zIS), (4)

with �vIS = 110 km s-1 ; for category (c) (' 10% of the
KLCS sample):

zsys = zLy↵ -
�vLy↵

c
(1 + zLy↵) ; (5)

with �vLy↵ = 235 km s-1 . The residual uncertainties after ap-
plying these rules are � ' 110,130, and 130 km s-1 (rms) for
spectra in categories (a), (b), and (c), respectively, estimated
from the subset of KLCS with measurements of zneb.

The resulting value of zsys is given for each galaxy in Ta-
ble 2.

6.3. LyC Measurements
All quantitative measurements or limits on the flux density

of residual LyC emission have been evaluated over a fixed
bandpass in the source rest frame, placed just shortward of
the Lyman limit:

f900 ⌘ h f⌫(�0)i ; 880  �0/Å  910 . (6)

We also define a rest-frame bandpass to represent the FUV
non-ionizing flux density,

f1500 ⌘ h f⌫(�0)i ; 1475  �0/Å  1525 . (7)

The choice of the interval [880,910] for the LyC measure-
ment is a compromise based on two considerations. First, ide-
ally the LyC measurement should be made as close as possible
to the rest-frame Lyman limit of the galaxy, and integrated
over the smallest wavelength range feasible given the noise
level of the spectra, in order to minimize the effects of H I in
the IGM along the line of sight. As discussed in detail in §7,
the opacity of the IGM to LyC photons is the largest source
of uncertainty in the measurement of the emergent ionizing
photon flux from a galaxy. The mean free path of H-ionizing
photons emitted at hzsi = 3.05 corresponds to a redshift inter-
val of �z ⇠ 0.25 (e.g., Rudie et al. 2013), or to ⇠ 60 Å in the
rest frame; i.e., the flux density at �0 ' 850 Å is reduced by
an average factor of e (⇠ 2.72) relative to its emergent value.
By using the [880,910] interval, to a first approximation the
average IGM LyC optical depth due to intervening material is
h⌧igmi <⇠ 0.5.

An additional consideration is the wavelength range over
which the Keck/LRIS-B system sensitivity remains high. Al-
though the UV sensitivity of Keck/LRIS-B is the highest
among instruments of its kind (Steidel et al. 2004), it de-
creases with wavelength shortward of 3500 Å, particularly
when atmospheric opacity is included. The lowest redshift
source included in KLCS has zs = 2.718 (Q0100-MD6), plac-
ing �0 = 880 Å at an observed wavelength of 3272 Å , where
the LRIS-B end-to-end throughput with the d500 beamsplitter
has dropped to ' 20% from >⇠ 50% near 4000 Å. Including
the atmosphere, these numbers reduce to ⇠ 11% and ⇠ 40% at
a typical airmass of 1.10 on Mauna Kea. At the mean redshift
of the KLCS sample (hzsi = 3.05), [880,910] corresponds to

an observed-frame interval [3560,3690] Å, where the instru-
mental throughput averages ' 35%.

Thus, [880,910] is observable over the full range of KLCS,
and is narrow enough to minimize the IGM opacity against
which escaping flux must be detected, but sufficiently broad to
allow for improved photon statistics while reducing the fluc-
tuations due to discrete H I absorption lines arising from in-
tervening material, superposed on the rest-frame LyC.

Figure 3 presents the measured values of f900, with objects
grouped and ordered according to slitmask and the relative
physical position on the mask (along the slit direction) for
each target. Targets having > 3� detections of f900 are la-
beled. The values of f900 and their associated statistical error
(�900) for KLCS galaxies are listed in Table 2. Also given in
Table 2 are measurements of the non-ionizing UV continuum
flux density f1500 (equation 7) measured directly from the in-
dividual 1-D flux-calibrated spectra.

Figure 3. Measurements of the average flux density in the rest-frame interval
[880,910] Å ( f900) for the 124 LBGs (circles) in the KLCS analysis sample.
Each slit mask used has its own panel, with the order of objects following
their relative physical placement on the slitmask. The total exposure time in
hours for each mask is indicated under the mask name. The errors shown
are ±1� statistical errors derived accounting for counting statistics and de-
tector noise. A total of 15 out of 124 galaxies are nominal detections, with
f900 > 3�900; these are marked with square (blue) symbols. Note that galax-
ies Q0933-MD75 and Q0933-D20 were observed twice, on masks q0933_L2
and q0933_L3– points labeled in red represent the weighted average mea-
surement from the two independent spectra.

The measurements and uncertainties for f900 and f1500 [and
their ratio ( f900/ f1500)obs] were obtained directly from the 1-D
spectra and associated error arrays based on the noise model

#	of	detections	per	field	
is	bimodal

IGM	to	a	galaxy	may	be	100%	
opaque	or	20%	opaque
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Table 4
Sampling Statistics for LyC Transmission (CGM+IGM)

zs ht900i t68
a �t900/ht900ib

N = 15 N = 30 N = 60 N = 120

2.75 0.453 [0.093-0.670] 0.141 0.101 0.067 0.048
3.00 0.391 [0.074-0.607] 0.153 0.108 0.073 0.052
3.25 0.325 [0.018-0.540] 0.173 0.120 0.082 0.056
3.50 0.271 [0.013-0.467] 0.184 0.128 0.088 0.063

a 68% confidence interval for a single realization of t900.
b Given an ensemble of N realizations of t900 for source redshift zs, the ratio of the
half-width of the 68% confidence interval of ht900i and the true value of ht900i.

from an ensemble of 10000 realizations of the full transmis-
sion spectra predicted by the Monte Carlo IGM+CGM model,
sorting them by t900, and averaging in percentile bins.

Figure 10. Transmission spectra, in the rest frame of the source, for hzi =
3.05 for an ensemble of 10000 lines of sight assuming the CGM+IGM opac-
ity model. The various color-coded spectra represent averages within per-
centile ranges of t900. Note that the variations in line blanketing from the
Ly↵ forest are small for �0 > 940 Å (except where affected by the CGM,
which manifest here as small regions of enhanced absorption near the rest-
frame wavelengths of each Lyman series line). The variations are large in the
region of primary interest ([880,910] Å, shaded yellow) because the effective
opacity is dominated by much rarer absorption systems with high NHI (see
Appendix B.)

Fig. 10 shows that for >⇠ 10% of sightlines at zs = 3.05
(“Top 10%” spectrum in the figure) there will be little or no
attenuation over and above that produced by line blanketing.
However, given typical detection limits for LyC flux, at least
the “Bottom 25%” shown in Figure 10 will appear be be op-
tically thick to their own LyC radiation, due entirely to atten-
uation by intervening H I at D > 50 kpc arising due to the
opacity of the combined CGM+IGM.

7.1. IGM Transmission: Sampling Issues
Assuming the “IGM+CGM” opacity model, at z ⇠ 3, the

68% confidence interval for a single realization of t900 at
zs ' 3.05 is t900 = [0.038,0.589]; the corresponding 68% con-
fidence intervals are t900 = [0.076,0.665] at zs = 2.70 , and

t900 = [0.017,0.471] at z = 3.50. The implications of these
broad distributions are worth stating explicitly: the LyC-
detectability of a galaxy with a given intrinsic (i.e., emer-
gent) ( f900/ f1500)out is to a great extent controlled by the
statistics of the IGM transmission, which is uncertain by
factors of between 5 and 10 even over the limited redshift
range 2.70 <⇠ zs

<⇠ 3.50. Conversely, a single measurement of
( f900/ f1500)obs cannot be converted into an intrinsic property
of the source, for the same reason (see, e.g., Vanzella et al.
2015; Shapley et al. 2016.)

However, ht900(zs)i, the mean transmissivity of the IGM
for a source at z = zs, and its uncertainty �t900(zs,N) can be
quantified for an ensemble of N sightlines using the Monte
Carlo models described in Appendix B. For example, assum-
ing zs = 3.0, the number of independent IGM sightlines one
must sample in order to reduce �t900(3.0,N) to less than 10
(5) percent of ht900(3.0)i is N = 36 (150). In other words,
if the spectra of 36 sources at zs = 3.0 are averaged to pro-
duce a measurement of h f900/ f1500iobs, then h( f900/ f1500)outi =
h( f900/ f1500)obsi/(t900 ± �t900), and the IGM correction con-
tributes a fractional uncertainty to the inferred emergent flux
density ratio of ' 10%. Some example statistics relevant for
the KLCS redshift range and sample size are given in Table 4.

This type of analysis is useful when one has observations
of a particular class of object (grouped by known property,
e.g. Luv, zs, W�(Ly↵), inferred extinction) forming a subset of
the full sample: as long as the subset has sufficiently large N,
the statistical knowledge of the IGM opacity can be used to
derive the average intrinsic LyC properties of that class. The
validity of this procedure depends on (1) the assumption that
each line of sight in the sample is uncorrelated with any other
line of sight in the same ensemble and (2) that the IGM+CGM
opacity model is an accurate statistical description of the true
opacity.

The first assumption – that lines of sight are independent –
is almost certainly not valid when a survey is conducted in a
single contiguous field of angular size ⇠ 100 (transverse scale
of ⇠ 5 pMpc at z ⇠ 3), as has often been the case for reasons
of practicality (e.g., Shapley et al. 2006; Nestor et al. 2011;
Mostardi et al. 2013, 2015; Vanzella et al. 2010; Siana et al.
2015). Correlated sightlines could be especially problematic
in fields known to contain significant galaxy over-densities at
or just below the source redshifts. As has been discussed by
(e.g.) Shapley et al. (2006): if observed sources are located
in regions containing more (or less) gas near NHI= 1017 cm-2

than average, their “local” IGM could skew significantly away
from expectations if an “average” line of sight is assumed.
The effect is likely to be negligible for Ly↵ forest blanketing,
but could strongly influence f900, since it relies on the statis-
tics of small numbers through the incidence of relatively high
column density H I over a small redshift path (�z ' 0.14 for
zs = 3.05 for our LyC region [880,910] Å.)

The full KLCS sample is relatively insensitive to the ef-
fects of correlations between IGM sightlines by virtue of the
fact that it is comprises 9 independent survey regions. Simi-
larly, the IGM opacity model is based on the statistics of 15
independent QSO sightlines in the KBSS survey (Rudie et al.
2013), and the CGM corrections to the IGM model are based
on regions near galaxies selected using essentially identical
criteria to those used for KLCS (albeit at slightly lower red-
shift; see Rudie et al. 2013).

Nevertheless, it is worth pointing out caveats associated
with the CGM+IGM opacity models possibly relevant even

Steidel+2018

Steidel+2018
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KLCS sample,

zsys = zIS + 0.36(zLy↵ - zIS) ; (3)

for category (b) (' 30% of the KLCS sample) :

zsys = zIS + �vIS

c
(1 + zIS), (4)

with �vIS = 110 km s-1 ; for category (c) (' 10% of the
KLCS sample):

zsys = zLy↵ -
�vLy↵

c
(1 + zLy↵) ; (5)

with �vLy↵ = 235 km s-1 . The residual uncertainties after ap-
plying these rules are � ' 110,130, and 130 km s-1 (rms) for
spectra in categories (a), (b), and (c), respectively, estimated
from the subset of KLCS with measurements of zneb.

The resulting value of zsys is given for each galaxy in Ta-
ble 2.

6.3. LyC Measurements
All quantitative measurements or limits on the flux density

of residual LyC emission have been evaluated over a fixed
bandpass in the source rest frame, placed just shortward of
the Lyman limit:

f900 ⌘ h f⌫(�0)i ; 880  �0/Å  910 . (6)

We also define a rest-frame bandpass to represent the FUV
non-ionizing flux density,

f1500 ⌘ h f⌫(�0)i ; 1475  �0/Å  1525 . (7)

The choice of the interval [880,910] for the LyC measure-
ment is a compromise based on two considerations. First, ide-
ally the LyC measurement should be made as close as possible
to the rest-frame Lyman limit of the galaxy, and integrated
over the smallest wavelength range feasible given the noise
level of the spectra, in order to minimize the effects of H I in
the IGM along the line of sight. As discussed in detail in §7,
the opacity of the IGM to LyC photons is the largest source
of uncertainty in the measurement of the emergent ionizing
photon flux from a galaxy. The mean free path of H-ionizing
photons emitted at hzsi = 3.05 corresponds to a redshift inter-
val of �z ⇠ 0.25 (e.g., Rudie et al. 2013), or to ⇠ 60 Å in the
rest frame; i.e., the flux density at �0 ' 850 Å is reduced by
an average factor of e (⇠ 2.72) relative to its emergent value.
By using the [880,910] interval, to a first approximation the
average IGM LyC optical depth due to intervening material is
h⌧igmi <⇠ 0.5.

An additional consideration is the wavelength range over
which the Keck/LRIS-B system sensitivity remains high. Al-
though the UV sensitivity of Keck/LRIS-B is the highest
among instruments of its kind (Steidel et al. 2004), it de-
creases with wavelength shortward of 3500 Å, particularly
when atmospheric opacity is included. The lowest redshift
source included in KLCS has zs = 2.718 (Q0100-MD6), plac-
ing �0 = 880 Å at an observed wavelength of 3272 Å , where
the LRIS-B end-to-end throughput with the d500 beamsplitter
has dropped to ' 20% from >⇠ 50% near 4000 Å. Including
the atmosphere, these numbers reduce to ⇠ 11% and ⇠ 40% at
a typical airmass of 1.10 on Mauna Kea. At the mean redshift
of the KLCS sample (hzsi = 3.05), [880,910] corresponds to

an observed-frame interval [3560,3690] Å, where the instru-
mental throughput averages ' 35%.

Thus, [880,910] is observable over the full range of KLCS,
and is narrow enough to minimize the IGM opacity against
which escaping flux must be detected, but sufficiently broad to
allow for improved photon statistics while reducing the fluc-
tuations due to discrete H I absorption lines arising from in-
tervening material, superposed on the rest-frame LyC.

Figure 3 presents the measured values of f900, with objects
grouped and ordered according to slitmask and the relative
physical position on the mask (along the slit direction) for
each target. Targets having > 3� detections of f900 are la-
beled. The values of f900 and their associated statistical error
(�900) for KLCS galaxies are listed in Table 2. Also given in
Table 2 are measurements of the non-ionizing UV continuum
flux density f1500 (equation 7) measured directly from the in-
dividual 1-D flux-calibrated spectra.

Figure 3. Measurements of the average flux density in the rest-frame interval
[880,910] Å ( f900) for the 124 LBGs (circles) in the KLCS analysis sample.
Each slit mask used has its own panel, with the order of objects following
their relative physical placement on the slitmask. The total exposure time in
hours for each mask is indicated under the mask name. The errors shown
are ±1� statistical errors derived accounting for counting statistics and de-
tector noise. A total of 15 out of 124 galaxies are nominal detections, with
f900 > 3�900; these are marked with square (blue) symbols. Note that galax-
ies Q0933-MD75 and Q0933-D20 were observed twice, on masks q0933_L2
and q0933_L3– points labeled in red represent the weighted average mea-
surement from the two independent spectra.

The measurements and uncertainties for f900 and f1500 [and
their ratio ( f900/ f1500)obs] were obtained directly from the 1-D
spectra and associated error arrays based on the noise model

#	of	detections	per	field	
is	bimodal

IGM	to	a	galaxy	may	be	100%	
opaque	or	20%	opaque
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Table 4
Sampling Statistics for LyC Transmission (CGM+IGM)

zs ht900i t68
a �t900/ht900ib

N = 15 N = 30 N = 60 N = 120

2.75 0.453 [0.093-0.670] 0.141 0.101 0.067 0.048
3.00 0.391 [0.074-0.607] 0.153 0.108 0.073 0.052
3.25 0.325 [0.018-0.540] 0.173 0.120 0.082 0.056
3.50 0.271 [0.013-0.467] 0.184 0.128 0.088 0.063

a 68% confidence interval for a single realization of t900.
b Given an ensemble of N realizations of t900 for source redshift zs, the ratio of the
half-width of the 68% confidence interval of ht900i and the true value of ht900i.

from an ensemble of 10000 realizations of the full transmis-
sion spectra predicted by the Monte Carlo IGM+CGM model,
sorting them by t900, and averaging in percentile bins.

Figure 10. Transmission spectra, in the rest frame of the source, for hzi =
3.05 for an ensemble of 10000 lines of sight assuming the CGM+IGM opac-
ity model. The various color-coded spectra represent averages within per-
centile ranges of t900. Note that the variations in line blanketing from the
Ly↵ forest are small for �0 > 940 Å (except where affected by the CGM,
which manifest here as small regions of enhanced absorption near the rest-
frame wavelengths of each Lyman series line). The variations are large in the
region of primary interest ([880,910] Å, shaded yellow) because the effective
opacity is dominated by much rarer absorption systems with high NHI (see
Appendix B.)

Fig. 10 shows that for >⇠ 10% of sightlines at zs = 3.05
(“Top 10%” spectrum in the figure) there will be little or no
attenuation over and above that produced by line blanketing.
However, given typical detection limits for LyC flux, at least
the “Bottom 25%” shown in Figure 10 will appear be be op-
tically thick to their own LyC radiation, due entirely to atten-
uation by intervening H I at D > 50 kpc arising due to the
opacity of the combined CGM+IGM.

7.1. IGM Transmission: Sampling Issues
Assuming the “IGM+CGM” opacity model, at z ⇠ 3, the

68% confidence interval for a single realization of t900 at
zs ' 3.05 is t900 = [0.038,0.589]; the corresponding 68% con-
fidence intervals are t900 = [0.076,0.665] at zs = 2.70 , and

t900 = [0.017,0.471] at z = 3.50. The implications of these
broad distributions are worth stating explicitly: the LyC-
detectability of a galaxy with a given intrinsic (i.e., emer-
gent) ( f900/ f1500)out is to a great extent controlled by the
statistics of the IGM transmission, which is uncertain by
factors of between 5 and 10 even over the limited redshift
range 2.70 <⇠ zs

<⇠ 3.50. Conversely, a single measurement of
( f900/ f1500)obs cannot be converted into an intrinsic property
of the source, for the same reason (see, e.g., Vanzella et al.
2015; Shapley et al. 2016.)

However, ht900(zs)i, the mean transmissivity of the IGM
for a source at z = zs, and its uncertainty �t900(zs,N) can be
quantified for an ensemble of N sightlines using the Monte
Carlo models described in Appendix B. For example, assum-
ing zs = 3.0, the number of independent IGM sightlines one
must sample in order to reduce �t900(3.0,N) to less than 10
(5) percent of ht900(3.0)i is N = 36 (150). In other words,
if the spectra of 36 sources at zs = 3.0 are averaged to pro-
duce a measurement of h f900/ f1500iobs, then h( f900/ f1500)outi =
h( f900/ f1500)obsi/(t900 ± �t900), and the IGM correction con-
tributes a fractional uncertainty to the inferred emergent flux
density ratio of ' 10%. Some example statistics relevant for
the KLCS redshift range and sample size are given in Table 4.

This type of analysis is useful when one has observations
of a particular class of object (grouped by known property,
e.g. Luv, zs, W�(Ly↵), inferred extinction) forming a subset of
the full sample: as long as the subset has sufficiently large N,
the statistical knowledge of the IGM opacity can be used to
derive the average intrinsic LyC properties of that class. The
validity of this procedure depends on (1) the assumption that
each line of sight in the sample is uncorrelated with any other
line of sight in the same ensemble and (2) that the IGM+CGM
opacity model is an accurate statistical description of the true
opacity.

The first assumption – that lines of sight are independent –
is almost certainly not valid when a survey is conducted in a
single contiguous field of angular size ⇠ 100 (transverse scale
of ⇠ 5 pMpc at z ⇠ 3), as has often been the case for reasons
of practicality (e.g., Shapley et al. 2006; Nestor et al. 2011;
Mostardi et al. 2013, 2015; Vanzella et al. 2010; Siana et al.
2015). Correlated sightlines could be especially problematic
in fields known to contain significant galaxy over-densities at
or just below the source redshifts. As has been discussed by
(e.g.) Shapley et al. (2006): if observed sources are located
in regions containing more (or less) gas near NHI= 1017 cm-2

than average, their “local” IGM could skew significantly away
from expectations if an “average” line of sight is assumed.
The effect is likely to be negligible for Ly↵ forest blanketing,
but could strongly influence f900, since it relies on the statis-
tics of small numbers through the incidence of relatively high
column density H I over a small redshift path (�z ' 0.14 for
zs = 3.05 for our LyC region [880,910] Å.)

The full KLCS sample is relatively insensitive to the ef-
fects of correlations between IGM sightlines by virtue of the
fact that it is comprises 9 independent survey regions. Simi-
larly, the IGM opacity model is based on the statistics of 15
independent QSO sightlines in the KBSS survey (Rudie et al.
2013), and the CGM corrections to the IGM model are based
on regions near galaxies selected using essentially identical
criteria to those used for KLCS (albeit at slightly lower red-
shift; see Rudie et al. 2013).

Nevertheless, it is worth pointing out caveats associated
with the CGM+IGM opacity models possibly relevant even

Steidel+2018

Steidel+2018

KECK LYMAN CONTINUUM SPECTROSCOPIC SURVEY 13

Figure 8. Left: Illustration of the predicted IGM transmission evaluated at rest-frame [880,910] Å as a function of source redshift for the “IGM only” transmission
model. The colored bands indicate percentile ranges (see Table B2), the dashed black curve is the mean transmission, and the magenta solid curve is h1-DBi, the
mean transmission between Ly� and the Lyman limit in the rest frame of the source (see discussion in AppendixB). The KLCS redshift range is (lightly) shaded
with a rectangular box. Right: As in the lefthand panel, for the “IGM+CGM” opacity model.

h f900/ f1500iout is the quantity relevant to calculations of ioniz-
ing emissivity of galaxy populations.

Figure 8 illustrates how the distributions of “IGM-Only”
and “IGM+CGM” transmission t900 depend on zs, with the
range selected for KLCS shaded yellow. Table B2 summa-
rizes the results of the IGM modeling in terms of the per-
centiles (10, 25, 50, 75, and 90th) of the IGM or IGM+CGM
transmission at particular rest wavelength intervals of inter-
est, all as a function of source redshift. Source redshift val-
ues were modeled using small (�z = 0.05) increments over
the KLCS redshift range, but we have also included values
for sources with zs > 3.5 to provide some intuition about the
rapid decline in IGM transmission as redshift increases20.

Even within the redshift range spanned by the KLCS sam-
ple, ht900i varies by almost a factor of 2; however, if we
treat the KLCS sample as an ensemble of 124 sightlines with
2.75 <⇠ zs  3.55, the IGM+CGM simulations predict that the
ensemble average ht900i = 0.371 with 68% confidence interval
t68 = [0.353,0.392], i.e. an uncertainty of ⇠ 5% on ht900i for
the ensemble21. Fig. 9 shows the full distribution of t900 ex-
pected for ensembles of 124 sightlines with the same redshift
distribution as KLCS, for both the IGM Only and IGM+CGM
opacity models.

One can see from Figure 9 that there are two main effects of
including the opacity of the CGM: (1) it increases by a factor
of ⇠ 3 the number of sightlines with very low transmission
(t900 < 0.05); and (2) it significantly decreases the fraction of
sightlines expected to have transmission near the maximum of
t900 ' 0.6. The latter would be (all other factors being equal)
the most likely to yield detectable LyC signal in the spectra
of individual galaxies. This point illustrates the importance of
accounting statistically for LyC attenuation by gas which is

20 It is likely that our Monte Carlo simulations underestimate the LyC
opacity for z > 3.5, since our assumption about the evolutionary parameter
� = 1.0 describes the incidence of LLSs well over the range 2 < z < 3.5
but the slope appears to steepen to � ' 2 by z ⇠ 4 (Prochaska et al. 2009;
Songaila & Cowie 2010).

21 The expected ht900i is very close to the average expected if all galaxies
had zs = 3.05, the mean redshift of KLCS.

Figure 9. Histogram of the probability density function of t900, the net trans-
mission in the rest wavelength interval [880,910] for sources having identical
zs distribution as the KLCS ensemble. The histograms show the average of
1000 sets of 124 sightlines: blue-hatched includes only IGM opacity while
the red-hatched includes IGM+CGM opacity. The continuous curves, color
coded in the same way, show the cumulative fraction of sightlines with lower
t900 (both curves refer to the righthand axis). Note that the main effect of in-
cluding the CGM is to flatten the distribution for t900

>⇠ 0.05 while increasing
the expected number of opaque sightlines (t900 < 0.05) by a factor of ' 3 and
decreasing the relative number of sightlines with the highest t900.

outside of the galaxies, but near enough to be observationally
indistinguishable from a case of zero LyC photon escape from
the galaxy ISM.

For some purposes (see §8), it is useful to form ensemble
average transmission spectra covering a wider range in rest-
wavelength than we have used to measure t900. Figure 10 il-
lustrates the rest-wavelength dependence of ensemble average
transmission spectra for zs = 3.05. These spectra were created

Minimum	opacity	is	a	strong	
function	of	redshift



summary
• Lyman	radiation	depends	on	galaxy	properties
– Porosity	of	ISM

(example	probe:	absorption	lines)
– Photon	production	and	local	escape

(example	probe:	emission	lines)
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• Observed Lyman	radiation	depends	on	galaxy	
properties	+	CGM	+	IGM	(with	large	variation)
– Large	(N	≳	30),	representative samples	are	required	
to	average	over	IGM	and	establish	trends

• The	trends	look	good	for	galaxies	+	reionization


